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ABSTRACT 

This workshop will explore various biases embedded in AI algorithms and interfaces 

across online platforms, including digital archives and libraries, social media, search engines, 

and AI-powered services like ChatGPT. Participants will critically engage with issues 

surrounding information credibility, transparency in content selection and appraisal, the accuracy 

and integrity in representation, and the intricate dynamics of information authority, format, and 

editorial oversight. The workshop aims to equip participants with practical strategies to identify, 

assess, and address biases inherent in various media, empowering them to navigate and evaluate 

online information across platforms with informed judgment. 

Below is a detailed timeline outlining the activities and delivery methods for the 

workshop: 

Section 1. Biases in social media (appx. 60 minutes) 

1-1. Lecture on biases in information on social media (appx. 20 minutes) 

1-1.1. Introduction (appx. 10 minutes) 

1-1.2. Interactive lecture and discussion on fake news, mis/disinformation (appx. 

10 minutes) 

1-2. Hands-on workshop (appx. 20 minutes) 

 

Break (10 minutes) 

Section 2. Biases in digital archives, libraries, and search engines (appx. 50 minutes) 

2-1. Lecture and case studies on biases in digital archives, libraries, and search engines 

(appx. 40 minutes) 

2-2. Small group discussion (appx. 10 minutes) 

Break (10 minutes) 

Section 3. Biases in ChatGPT (appx. 50 minutes) 

3-1. Lecture on biases in ChatGPT (appx. 30 minutes) 



3-2. Large group discussion and reflection (appx. 20 minutes) 

The workshop will begin with a 10-minute introduction, welcoming participants and 

outlining the goals of the session. The workshop will kick off with an interactive introductory 

lecture focused on various potential biases in AI algorithms. The first part, which will last about 

10 to 20 minutes, will address recognizing biases in social media. Participants will analyze these 

biases by identifying fake news in provided articles and reflecting on their own everyday 

information practices on social media. After this informative segment, participants will engage in 

hands-on workshops aimed at applying their knowledge to recognize the types of biases they 

may encounter during their online information-seeking activities. They will participate in hands-

on activities lasting 20 to 30 minutes, using different online tools to help identify such biases. 

Following the interactive hands-on workshops, participants will have the opportunity to share 

their insights and findings regarding the biases they discovered. 

The second section, which will explore biases in digital archives, digital libraries, and 

search engines through case studies, will last approximately one hour. It will include a 40-minute 

lecture that covers different types of biases in digital archives, libraries, and search engines, 

illustrated through case studies. After the lecture, participants will reflect on the biases presented 

for 10 minutes in a group discussion, sharing their thoughts and insights. 

Following participants' reflections on these biases, the last part of the session will focus 

on potential biases in ChatGPT. It will begin with a 30-minute lecture on how ChatGPT 

generates responses, emphasizing potential biases that could arise at each layer or step of the 

process. By examining a step-by-step analysis of how ChatGPT generates its answers, 

participants will deepen their understanding of the biases and errors inherent in the information 

generated by ChatGPT and its complex operational dynamics. Following this lecture, 

participants will engage in discussion for 20 minutes, working in small groups to identify biases 

and discussing necessary educational changes for themselves and their students. The workshop 

will conclude with a final reflection, where participants will share insights gained throughout the 

session and discuss how to apply their learning moving forward. The workshop will be wrapped 

up in a brief 10-minute summary of key points, encouraging participants to implement the 

strategies discussed in their own information evaluation practices. 

This workshop is designed for beginner-level students and researchers, as well as those 

interested in incorporating critical digital literacy principles into their teaching. It is open to 

people with diverse backgrounds and levels of expertise. No prior knowledge is required, 

allowing participants to embark on their learning journey with a fresh perspective and receptive 

attitude. The goal of this workshop is to enhance critical thinking skills related to the credibility 

of information while unpacking the complexities of information curation, representation, and 

editorial control in today's intricate digital landscape. Participants will gain a more nuanced 

understanding of how information is selected, represented, and potentially biased across various 

platforms, including social media, digital archives and libraries, search engines, and AI-powered 

services like ChatGPT. Through this workshop, participants will learn to effectively navigate the 

complexities of their information practices and develop the ability to critically assess the 

credibility of the online information they consume. 



Through engaging lectures and hands-on activities, participants will learn to identify and 

evaluate the inherent biases present in various media channels. They will explore practical 

strategies for assessing the credibility of information, recognizing potential mis/disinformation, 

and critically analyzing the content they encounter in their everyday information-seeking 

activities. By the end of the workshop, participants will be equipped with the necessary tools to 

navigate the digital information landscape safely and effectively, empowering them to make 

informed decisions not only for themselves but also in guiding others, such as children, students, 

or peers, in developing their own critical digital media literacy skills. This comprehensive 

approach aims to enhance participants’ ability to engage thoughtfully with information, 

ultimately fostering a more informed and critically aware community. 
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