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ABSTRACT 
The National Institute of Standards and Technology's (NIST’s) Facial Recognition Vendor Test is 
considered the gold standard for assessing the performance of facial recognition models. Since the 
test series began in 1994, it has been regarded as an objective benchmark for corporations and 
academic research groups to compare their models against one another. To evaluate the accuracy 
of facial recognition models, NIST draws upon a database of millions of photos of US visa 
applicants and border crossers. Without their knowledge or consent, immigrants’ photos have 
become raw material for the refinement of facial recognition software. This essay discusses the 
afterlife of these images, photos of immigrants and non-citizens that have been repurposed for a 
function that goes far beyond their original intent.  
 

PART ONE: THE FACIAL RECOGNITION VENDOR TEST 

Introduction 
It is difficult to overstate the importance of the US National Institute of Standards and Technology 
(NIST) to the world of facial recognition. This modest US government laboratory in Gaithersburg, 
Maryland administers the Facial Recognition Vendor Test (FRVT), a competition that evaluates 
and ranks facial recognition algorithms submitted by developers from all around the world. Since 
the test series began in 1994, it has been regarded as an objective benchmark for corporations and 
academic research groups to compare their models against one another. If you have ever come into 
contact with facial recognition, chances are your face was scanned by an algorithm that took part 
in the FRVT.  
 
The FRVT is like the Olympics for facial recognition algorithms. It sets a standard goal— like the 
100-meter sprint— and competitors are ranked by their ability to achieve that target. Because the 
goal remains the same year after year, analyzing the results of the FRVT allows us to trace how 
much computers have improved in their ability to recognize faces.  

FRVT rankings and performance metrics are featured in the promotional materials of many major 
tech companies. Take, for instance, NEC, a Japanese corporation that supplies facial recognition 
services to companies and government agencies in seventy countries. In 2019, NEC issued a press 
release declaring “NEC Face Recognition Technology Ranks First in NIST Accuracy Testing.”1 

The press release went on to boast that “NEC’s technology ranked No. 1 in NIST testing for the 
fifth time, following its top placement in the face recognition testing for video in 2017. The high 
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performance of NEC’s technology is reflected in the test results, which placed the company 
significantly ahead of the runner-up.”2 NEC’s thousands of clients include major entities like Delta 
Airlines and the London Metropolitan Police. As of 2019, NEC’s products were used by over one-
third of all state police departments and law enforcement agencies in the United States, according 
to the company’s own marketing materials.3 Notably, NEC performs facial recognition for the U.S. 
Customs and Border Protection, scanning the faces of over sixty million travelers as they cross the 
border into the United States.4  

At the time of this writing, the most recent champion of the FRVT was the French company 
IDEMIA, which beat out 281 other algorithms to earn the top spot in 2021.5 One of NEC’s primary 
competitors, IDEMIA is a facial recognition provider with customers around the world, from 
Singapore's Changi Airport to the Massachusetts Department of Motor Vehicles. Like NEC, 
IDEMIA also proudly touts its FRVT results on its marketing materials. At a 2021 trade show for 
the travel industry, a banner on IDEMIA’s booth proclaimed “#1 Face Recognition Vendor as 
Tested by NIST.”  

 

 
 

Figure 1. IDEMIA’s booth at the “Future Travel Experience Global Conference and 
Exhibition,” a travel industry event held in Las Vegas, Nevada in December 2021. IDEMIA 
signage advertises two major achievements: its top performance on the FRVT, as well as its 

longstanding contract with the US Transportation Security Administration (TSA). Photo by the 
author. 
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Even those who don’t achieve first place choose to feature their FRVT results in their marketing 
campaigns. This will often require some inventive reframing, including certain caveats to boost 
their perceived ranking in the FRVT tables. For instance, CyberLink says their company is “ranked 
18th globally and ranked 8th if China & Russia vendors are excluded.”6 Similarly, Paravision 
frames itself as the “#1 ranked vendor from the US, UK, and EU and the #4 ranked vendor globally 
in both “Identification” and “Investigation” modes with mugshot and webcam images.”7 
Meanwhile, Innovatrics bills itself as a “top performer” on the FRVT. Only if you scroll further 
down on their webpage, will you find that they ranked: “13th from 145 vendors,” which they clarify 
is “better than all [Automated Biometric Identification System] competitors who submitted to NIST 
FRVT 1:1 benchmark.”8 The effort put into these creative reformulations demonstrates the 
importance of a prominent FRVT ranking within the facial recognition community.  

What is clear is that technology companies believe that their performance on the Facial Recognition 
Vendor Test is a major selling point for potential buyers. But how did we get here? What does this 
test do and why has it become so influential within the facial recognition industry? Exactly whose 
faces are being identified? To understand the stakes of the FRVT, one must trace the complex 
history behind the development of facial recognition technology, the arrangements of power that 
funded early research in this field, and the incentives that have shaped what is now a multi-billion 
dollar industry.  

The Beginning: Standardizing Success 
In 1993, the US Department of Defense (DoD) was trying to find a way to assess the accuracy of 
facial recognition algorithms.9 Under the umbrella of its “Counter Drug Technology Program,” the 
DoD launched the FacE Recognition Technology (FERET) program, with the goal of providing 
“an independent method of evaluating algorithms and assessing the state of the art in automatic 
face recognition.”10 To illustrate the importance of the FERET program, computer scientists 
Inioluwa Deborah Raji and Genevieve Fried mark it as a major turning point in the evolution of 
facial recognition.11 
 
One of the first tasks of the program was developing a benchmark dataset so that all algorithms 
could be tested against the same collection of images. The conceit of the FERET dataset is simple. 
Prior to its development, there was no way to know whether any given facial recognition algorithm 
was better than another. This is because the accuracy of facial recognition algorithms will differ 
depending upon the images used to evaluate their performance. At this point in time, research 
groups self-reported their own accuracy measures in their journal publications. However, it was 
impossible “to accurately evaluate or compare face-recognition algorithms published in the 
literature” because “each researcher collected their own database under conditions relative to the 
problem they were investigating.”12 In other words, one algorithm may have appeared to be better 
than another based on the accuracy rates reported in scientific publications, but it was impossible 
to tell whether the higher accuracy was because the model had been tested on an “easier” set of 
images.  
 
Imagine a sprinter running 100 meters on a standardized running track. Now imagine another 
sprinter running 100 meters on a pebbly beach. Afterwards, one wouldn’t be able to say who was 
the better athlete just by looking at their race times, since they ran under significantly different 
conditions. The FERET dataset was built with the intention of creating something like an Olympic 
running track: standardized, predictable, and comparable.  
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Professor Harry Wechsler of George Mason University was contracted by the DoD to assemble the 
images for the dataset. Over the course of 15 sessions between August 1993 and July 1996, 1,199 
people volunteered to have their photo taken, eventually resulting in a dataset of 14,126 facial 
images.13 Each volunteer’s face appears at least eight times in the database, with each image 
exhibiting minute differences in expression and pose.  
 
To build a facial recognition model, developers supply the model with millions of images so that it 
can learn what a human face looks like. If an image is poorly lit, if the person’s face is cast in 
shadow or turned at a strange angle, it can be difficult for the model to decipher the face portrayed 
in the image. As the NIST evaluators state:  

 
The characteristics and quality of the images are major factors in determining the difficulty 
of the problem being evaluated. For example, the location of the face in an image can affect 
problem difficulty. The problem is much easier if a face must be in the center of image 
compared to the case where a face can be located anywhere within the image. (P. Jonathon 
Phillips et al., Face Recognition Vendor Test 2002 Evaluation Report [Arlington, VA: 
NIST, 2003], 10)14 

 
Visual inspection of the FERET database reveals how its creators attempted to overcome these 
difficulties by providing high-quality images with uniform backgrounds, closely cropped around 
the subject’s face.  
 

 
 

Figure 2. A selection of facial photographs included in the FERET dataset. Images in the 
public domain. 

 
In addition to compiling the dataset of faces, the DoD administered the FERET test, thereby 
offering a third-party comparison of facial recognition algorithms conducted by “an organization 
that will not see any benefit should one algorithm outperform the others.”15 Eventually, this test 
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evolved to become the Facial Recognition Vendor Test (FRVT), which today is considered the gold 
standard for assessing the performance of facial recognition models. The test works as follows: 
developers submit their algorithms to a trusted third party that will then measure how all the 
algorithms perform against the same pool of data. The FRVT is a closed evaluation, meaning that 
participating researchers do not have direct access to the images that comprise the test set. This 
limits their ability to game the system by designing an algorithm that performs perfectly on that 
one specific dataset. Because the test is administered by an independent arbiter, developers can 
submit their algorithms without fearing that proprietary knowledge will be compromised or that 
test results will be manipulated. This evaluation model has been widely accepted by the facial 
recognition industry, as evinced by the large number of developers who have elected to participate 
in the FRVT. While only five algorithms participated in the first FERET evaluation in 1994, the 
2022 iteration of the FRVT assessed 742 algorithms, which were submitted by 271 unique 
developers.16 

 
In 2002, the National Institute of Standards and Technology (NIST) took over responsibility for 
running the FRVT from the Department of Defense. Apart from the FRVT, NIST is charged with 
standardizing weights and measures, maintaining the atomic clock, and establishing standard 
references for a range of commercial products, from alloyed steel to peanut butter. One might find 
it somewhat curious that the Facial Recognition Vendor Test was transferred from the DoD to a 
bureaucratic organization housed within the US Department of Commerce,17 but as a federal agency 
responsible for standardization, NIST was in fact well positioned to maintain a benchmark test that 
was created to harmonize facial recognition technology. The transfer of responsibilities from the 
Department of Defense to NIST, however, also suggests that by 2002 the federal government was 
starting to regard facial recognition as a commercial product, rather than a defense technology. In 
this sense, facial recognition followed a path paved by other technologies, like the internet or GPS, 
which were initially developed by the military before being introduced into a civilian life. 
 
Under NIST's oversight, the FERET database was replaced by the High Computational Intensity 
Test (HCInt) dataset, which contained "121,589 operational images of 37,437 subjects," which 
were "provided from the U.S. Department of Stateʼs Mexican non-immigrant visa archive."18 This 
substitution of FERET for a larger dataset of visa images was motivated in part by the desire to 
understand how database size affects recognition performance. Because the FERET dataset 
contained fewer than 2,000 subjects, the introduction of the HCInt dataset represented a major 
increase in the number of people that the algorithms were tasked with identifying.  
 
Beyond the size of the dataset, the switch to the HCInt dataset represents a major conceptual and 
political shift. While the FERET dataset contained images of people who consented to have their 
photo taken for scientific experimentation, the HCInt database was made up of photos of unwitting 
visa applicants.19 Their photos were taken from their original purpose as a form of bureaucratic 
documentation and converted into raw materials for the development of facial recognition. This 
was one of the first instances of a logic that continues to underpin the facial recognition industry: 
the idea that it is easier and inconsequential to appropriate existing images than to construct unique 
datasets.20 
 
Creating the FERET dataset required locating volunteers and transporting them to the George 
Mason University campus or one of the Army Research Laboratories in Maryland or Virginia. 
Efforts were required to standardize the images: to maintain a degree of consistency throughout the 
database, the same physical setup is used in each photography session.”21 Even so, the researchers 
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noted that some variations were introduced due to the necessity of disassembling and reassembling 
the studio equipment between photo sessions.  
 
Visa photos offered an attractive alternative to the costly and painstaking work of assembling the 
FERET dataset. They could be acquired in large numbers, since they were already in possession of 
the US government. Furthermore, their illumination, facial expression, and pose are already 
standardized, thereby meeting the optimal conditions for facial recognition developers. In its 2002 
Evaluation Report, the NIST team described the value of the compiled dataset of visa photos: 

 
The result is a set of well-posed (i.e., frontal to within 10 degrees) images of cooperative 
subjects usually with a mouth-closed neutral facial expression. The subject usually 
occupies a quarter of the image area. The top of the subject’s shoulders is almost always 
visible. The background is universally uniform, with a white background (in most cases). 
(P. Jonathon Phillips et al., 2003, 15)  

 
The organizers of the FRVT regarded the State Department’s collection of visa photos as raw data, 
ripe for extraction.22 In doing so, they naturalized the work that goes into making visa photos, which 
are a very particular sort of image.  

Another Beginning: The Identity Photograph 
Visa photos have a distinct visual aesthetic. With a clear, white background, neutral facial 
expression, and full-frontal angle, a visa photograph abstracts the image of a person’s face from 
underlying context or nuance. The simplicity of the image belies the labor that goes into creating 
it.  
 
Visa and passport photographs must meet certain requirements to ensure that identifiable facial 
features are visible and that the photo is at an appropriate resolution to be digitized and 
algorithmically processed.23 There are rules about proper lighting and pose, an effort to tame the 
untidy reality of human expression. During fieldwork at one of the many passport photo studios 
adjacent to the US embassy in Jakarta, I observed how photographers and photo subjects are made 
responsible for adhering to these standards. On one afternoon in August 2019, Halim,24 a middle-
aged photographer with carefully groomed facial hair, arranged me in the proper pose for a passport 
photo, adjusting the slant of my shoulders and instructing me to tuck my hair behind my ears. Later, 
I watched as he used photo editing software to remove any shadows from the background, 
transforming it into an empty white plane. On the wall was a wrinkled poster detailing the 
international standards for visa and passport photos; a red X appeared in the lower right-hand corner 
of certain photos that had been deemed inadequate—rejected because the subject was wearing 
glasses, smirking, showing too much of their hair, or none at all.  
 
Paying attention to photographic practices in studios like Halim’s illuminates how the work of 
making facial recognition feasible is distributed to actors beyond the government or the technology 
industry. Human labor goes into creating photographs that meet standards for lighting, resolution, 
and pose, images that are later used as benchmarks for testing facial recognition model 
performance. This work is often overlooked because of its remoteness (both geographic and 
conceptual) from the site of algorithmic calibration. Nevertheless, passport photographers have 
made an important contribution to the development of facial recognition technology by producing 
data that are legible to machines.  
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Figure 3. Guidelines for passport photos as specified by the UN International Civil Aviation 
Organization. Image in the public domain. 

 
 
To my chagrin, when editing my passport photo, Halim took it upon himself to erase a constellation 
of pimples from my left cheek. The result is a portrait that manages to be both aesthetically 
flattering and somewhat insulting. This kind of airbrushing is relatively commonplace, though not 
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officially sanctioned. In fact, the U.S. State Department stipulates that “digital manipulation and/or 
retouching of the facial image on photographs is not acceptable.  The use of beauty filters or other 
photo filter tools … are also not acceptable.”25 Halim’s efforts to beautify my photo are a reminder 
that photographers do not always adhere to the official guidelines for passport photos. There is a 
degree of intractability in all artistic production; photographers and photo subjects may have their 
own agendas that exceed the technical specifications laid out by the state. These traces of creative 
expression will linger, even after the images are repurposed to new ends.26  
 
In Halim’s photo, my skin—normally the color of a lightly fried plantain—is lustrous and pink. 
The face in the photo is not the one I see in the mirror; at best, it is my poreless and sunburnt twin. 
But it is the photo that now appears in my passport, which I renewed in February 2020. Presumably, 
this photo also sits in some government database, quiescent and waiting for the day it will become 
useful once again. 

Function Creep 
Over the years, NIST turned to other databases already held by the US government as sources of 
photos to be included in its Facial Recognition Vendor Test.27 In 2010, the FRVT began testing on 
a second, larger dataset of non-immigrant visa images (6,249,392 images of 5,738,141 subjects), 
this time from around the world, whereas the previous visa dataset had included only Mexicans.28 
A large dataset of FBI mugshot images (2,407,768 images of 1,802,874 subjects) was also 
harvested for use in the 2010 test.29 
 
 

 
 

Figure 5. Border detainee photos included in the final report for the 2013 Facial Recognition 
Vendor Test. The population of this dataset is listed simply as "Central America, adult." 

Images originally appeared in Patrick Grother and Mei Ngan, Face Recognition Vendor Test 
(2014), 29 a US government report in the public domain. 

 
Later, in 2013, an additional dataset of “border detainee booking photos” was added to the test. 
These booking photos were taken from law enforcement records; the people in them were 
apprehended near the US-Mexico border and were most likely deported shortly after their photos 
were taken. It is difficult to look at the images and not feel as if they are, in some way, haunted.30  
 
The border detainee photos are of much poorer quality than the visa photos. They were taken using 
an “inexpensive webcam” and “are in considerable violation of most quality-related clauses of all 
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face recognition standards” due to deficiencies such as “non-frontal pose (associated with the 
rotational degrees of freedom of the camera mount), low contrast (due to varying and intense 
background lights), and poor spatial resolution (due to inexpensive camera optics).”31 In other 
words, the images are grainy, the lighting is poor, and many of the subjects are not looking directly 
at the camera..  
 
If the images were of such low quality, why even include them in the FRVT dataset? By 2013, 
facial recognition algorithms had improved significantly since the first evaluation was held nearly 
ten years before. As the algorithms got better, the test needed to evolve as well; additional 
milestones were required to see how the best algorithms would perform under more constrained 
conditions. The FRVT organizers explained that the border detainee images allowed them to “show 
how recognition accuracy degrades in non-ideal poorly-controlled situations,” allowing them to 
estimate whether the technology was good enough to identify people’s faces from grainy 
surveillance footage.32 In order to meet their new objective—assessing facial recognition 
algorithms’ ability to identify people based on poor quality images—NIST yet again turned to a 
pre-existing government database, this time containing images of Central Americans who were 
detained at the southern US border.  
 
In recent years, critics have been alarmed by research demonstrating that facial recognition models 
return less accurate results for people with darker skin.  In 2019, NIST released a “Demographic 
Effects” report which confirmed that the majority of contemporary facial recognition models are 
less accurate for certain people, finding that “false positive rates are highest in West and East 
African and East Asian people.”33 The NIST report expanded upon prior research by Joy 
Buolamwini, Timnit Gebru, and Deborah Raji, and, by testing a larger set of facial recognition 
models and using a larger database of images, provided further empirical evidence that these 
discriminatory outcomes exist.34 
 
One of the challenges of conducting audits for facial recognition models has been the dearth of 
diverse training and testing examples; it is difficult to measure whether facial recognition models 
are biased because there are not enough databases containing high-quality images of non-white 
faces. To perform her audit of commercial facial analysis algorithms, Joy Buolamwini created an 
original dataset that featured headshots of members of parliament in Finland, Iceland, and Sweden 
(to represent light-skinned faces) and Rwanda, Senegal, and South Africa (to represent darker-
skinned faces). Buolamwini built the dataset from images of parliamentarians because “they are 
public figures with known identities and photos available under non-restrictive licenses posted on 
government websites.”35 The final parliamentarian dataset contained images of 1,270 faces. 
Compare this to the FRVT, which in 2019 analyzed “a total of 18.27 million images of 8.49 million 
people.”36 Considering the lack of diverse datasets, the US government databases of immigrant 
photos have become especially valuable, a scarce resource in an industry that is increasingly 
motivated to improve facial recognition performance across racial categories.37 

 

The diversity of the visa photo database can be attributed to larger geopolitical trends, such as 
immigration patterns of who comes to the United States, as well as political conditions that stipulate 
which countries’ citizens are required to apply for a visa to enter the US. Citizens of only thirty-
nine countries, the majority of them in Europe or East Asia, are currently permitted to enter the US 
without a visa. This leaves citizens from all other countries at risk of having their photo appear in 
a facial recognition evaluation dataset. Indeed, the 2019 evaluation included photos from “more 
than 100 countries involved in immigrant and non-immigrant application processes.”38 The 
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relationship between immigration trends and dataset composition was especially noticeable in the 
2002 and 2013 FRVT evaluations, which featured datasets that contained only Mexican and Central 
American subjects.  
 
As facial recognition technology advanced, new sources of data were needed to challenge the best-
in-class models and improve accuracy across the field. Over time, the NIST evaluators made a habit 
of culling data from pre-existing government databases to keep up with the pace of development 
of facial recognition technology. Looking back on the history of the FRVT, we see a recurring 
pattern in which more and more immigrant faces—including those of children and infants—were 
added to the evaluation datasets. The logic is one of accumulation, as if adding more data will 
overcome the issues of inaccuracy and bias that plague facial recognition. By 2019, the 
“Demographic Effects” evaluation was performed in the following way: 

 
We used these algorithms with four large datasets of photographs collected in U.S.  
governmental applications that are currently in operation:  

• Domestic mugshots collected in the United States.  
• Application photographs from a global population of applicants for immigration 

benefits.  
• Visa photographs submitted in support of visa applicants.  
• Border crossing photographs of travelers entering the United States. (Patrick Grother, 

Mei Ngan, and Kayee Hanaoka, Face Recognition Vendor Test Part 3: Demographic 
Effects [Gaithersburg, MD: National Institute of Standards and Technology, December 
2019], 1) 
 

Three of these four categories are intrinsically tied to immigration and borders. The immediate 
privacy concern is that the facial photos of millions of immigrants have become raw material for 
the refinement of facial recognition software without their knowledge or consent. Although these 
individuals may have willingly submitted their photos and personal information as part of their 
application for visas or immigration benefits, these photos have been repurposed for a use that goes 
far beyond their original intent. This exemplifies a phenomenon known as function creep or 
surveillance creep, in which systems “originally intended to perform narrowly specified functions 
are expanded … thereby sidestepping or pushing the limits of legal frameworks meant to protect 
issues of privacy and data protection.”39 Applicants who are not granted a US visa may never enter 
the country, yet their faces and personal information will exist in perpetuity in US government 
databases. There is a certain irony for those whose applications are denied; the data body crosses 
borders, while the biological body must remain in place. This transnational flow of data is 
particularly perverse when it involves photographs of people who were immobilized at or by the 
border, such as applicants who were denied a US visa or Central Americans who were deported 
from the US. 
 
In the introduction, I shared promotional materials from leading facial recognition vendors, like 
IDEMIA and NEC, in which they boast about their contracts with U.S. Customs and Border 
Protection, the Transportation Security Administration (TSA), and major international airports. 
This is because one of the primary applications for facial recognition is the enforcement of national 
borders. In this regard, the visa photo has come full circle. However, those same facial recognition 
algorithms are used for a variety of purposes beyond border checkpoints. In an immediate sense, 
this presents a technical problem: models that have been optimized to perform well on visa 
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application photos and photos taken at border crossings will likely be less accurate when applied 
to different use-cases—whether it’s scanning your face to unlock your phone or using facial 
recognition to prove your identity to access government services.40 On a deeper level, however, 
what does it mean that these images are used as the benchmark for testing facial recognition model 
performance? What are the implications when algorithms designed and built to perform well on 
photos of immigrant faces are later applied to a variety of commercial purposes? 

PART TWO: THE AFTERLIFE 

The Afterlife of Images 
In the section above, I traced the life cycle of a visa photo from the point when a person applies for 
a visa to the United States. Their photograph is taken, their face captured, their identity flattened 
into a standardized frame. The photo is submitted with their visa application, which may be 
accepted or denied. The result is unimportant. Indeed, the person themself becomes unimportant—
their dreams, their desperations, their reasons for applying for a US visa.41 Regardless of the 
outcome of this process, their visa photo will enter a US government database and may one day be 
used to train computer vision models as a data point for the Facial Recognition Vendor Test.42 The 
person in the photo will never know about the role they have played in developing facial recognition 
technology. 
 
The conversion of a personal photo to the raw data used to train computer vision models is an all-
too-common path.43 Many of the popular image datasets used to train facial recognition algorithms 
are made up of millions of pictures obtained covertly from social media or photo sharing websites 
like Flickr and Yahoo.44 Tech developers refer to these images as “faces in the wild,” since the 
photos exhibit “natural variations” in dimensions like facial expression, lighting, and pose.45 In 
2019, New York Times reporters Kashmir Hill and Aaron Krolik tracked down some of the people 
whose photos had been scraped from their Flickr albums and included in databases of images used 
to train facial recognition algorithms.46 “It’s gross and uncomfortable,” said a teenager whose photo 
had been uploaded by their parents when they were still a minor. “I wish they would have asked 
me first if I wanted to be part of it. I think artificial intelligence is cool and I want it to be smarter, 
but generally you ask people to participate in research. I learned that in high school biology.”47 

 

For more than a decade, the public was generally unaware of the scope of biometric databases and 
the incredible number of photos that were scraped from the internet. Within the past five years, 
academics and journalists have begun to take note, converging into an emerging field of research 
that Nanna Thylstrup calls “critical dataset studies.” By providing a critical history of the Facial 
Recognition Vendor Test, this article contributes to ongoing critical conversations about how the 
images in computer vision datasets are sourced.48 However, whereas previous work on this topic 
has discussed the over-/under-representation of certain demographics, the reductive labels attached 
to image datasets, and the ethics of scraping photos off the internet, this article addresses a 
somewhat different concern. The images of immigrants included in the Facial Recognition Vendor 
Test are not “faces in the wild,” they are faces captured for specific purposes in institutional 
settings, which raises a different set of questions about ethics and technology. The inherent 
coerciveness of the US border regime means that legal conventions about privacy and consent are 
insufficient for protecting the biometric data of visa applicants and travelers.  
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Photojournalist Martina Bacigalupo engages in a different type of photo recycling in her piece Gulu 

Art Studio, a series of found photographs collected from a photo studio in northern Uganda. 
Bacigalupo has explained that, because of the equipment constraints of this particular studio, when 
customers wanted an ID photo, it was cheaper and easier to print a full-size portrait and punch out 
the relevant section around the face. The leftovers were simply thrown away—until Bacigalupo 
came to collect them.  

 

 
 

Figure 4. Martina Bacigalupo, Gulu Real Art Studio, 2011–12. © The artist. Photo courtesy of 
the artist and The Walther Collection. 

 
In Gulu Art Studio, we see rows of headless figures with empty white squares where the faces 
should be, like a poem in which the spaces between words are what speaks the loudest. Upon further 
inspection, certain details become apparent: army fatigues, a purse clutched in a woman’s lap, an 
oversized blue blazer puddling around a man’s wrists. Though their faces are absent, the figures 
are still, in some way, identifiable. And while the standardized format of the identity photo 
produces a sense of interchangeability, Gulu Art Studio foregrounds the subjects’ uniqueness and 
individuality. Through the serial arrangement of the discarded photos, Bacigalupo tells us that we 
can learn something about a person from what is left out of the frame of the identity photo. She 
recounts, “During the editing process I went over hundreds of leftovers, where small details—a 
hidden sign, a comic posture, a bitter aspect—were revealing different stories.”49 In particular, she 
recalls one man’s muddy boots, or “the purple napkin between the knees of a man who obviously 
walked a long way to the studio and made sure his face was clean before the photo was taken.”50 
By turning our eye to the clothing and objects worn by the people posing in the photos, Bacigalupo 
reminds us of how ID photos are aspirational, imbued with hopes of a different life.51 In rescuing 
the “leftovers” of these identity photos, Bacigalupo endows them with an afterlife. 
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In Indonesia, where Halim took my passport photo, there is a historical tradition of repurposing 
identity photos (pasfoto) as personal mementos. In the early days of the post-colonial Indonesian 
nation-state, the pasfoto was often the first (and perhaps only) photo that people had of themselves. 
Visual anthropologist Karen Strassler has examined how pasfoto took on new meaning as they 
were exchanged among friends, pasted into photo albums, and integrated into funeral ceremonies. 
In this way, “identity photographs enter into spheres of social relations and identification that 
challenge the state's claim to be the sole agent of recognition within the nation.”52 This 
reappropriation of passport photos is a personal reclaiming of a certain representation of the self, 
the very opposite of web-scraping without consent.  
 
As mobile objects, photos move in and out of context as they are repurposed toward different ends. 
Each in their own way, both Strassler and Bacigalupo call attention to the many lives of the passport 
photo and its plasticity as an image that simultaneously facilitates border crossing, acts as a mode 
of self-representation, and enables the calibration of facial recognition algorithms.53  

The Afterlife of Data 
The afterlife of the visa photo is its transformation into raw data. The photo is uprooted from its 
original context, and the identity of the person in it is rendered unimportant. In its afterlife, the 
image is rendered into pure information—impersonal and atemporal. This metamorphosis of an 
identity photograph into raw data is the first afterlife. There is a second, murkier afterlife that 
follows, when the data become immortalized in a facial recognition model.  
 
Computer models are byproducts of the specific data used to create them. In the words of the 
Stanford Institute for Human-Centered Artificial Intelligence, “user data does not only exist in its 
raw form in a database, it is also implicitly contained in models trained on that data.”54 Computer 
models learn a certain representation of the world based upon the data they have been fed.55 If you 
were to train a facial recognition model using 10,000 pictures of white men, its entire conception 
of what a face looks like would be skewed because it has seen only the faces of white men.56 If you 
were to input different training images, you would generate a fundamentally different model. For 
this reason, a researcher attempting to create a less biased facial recognition model would likely 
train the model on a more diverse dataset of faces. However, even if you were to train your facial 
recognition model on 10,001 pictures of white men, this would still result in a different model from 
the one trained on 10,000 images. Each data point leaves its mark, which means that adding or 
deleting a single entry would alter the entire model.  
 
As a further illustration of this point, consider the following thought experiment offered by legal 
scholar Tiffany C. Li:  
 

A serial killer and conceptual artist harvests 100 human ears and creates a sculpture in which 
he places each of the ears on a surface of wet clay, which then dries into a terrible blob of clay 
that is covered in human ears. One of the serial killer’s victims miraculously survived and now 
requests his ear back. Detectives and/or art gallery personnel are able to remove the ear from 
the surface of the sculpture, but the imprint of the ear persists. While the victim may have the 
ear back, to use at his disposal, he can never erase the imprint of his ear on the resulting 
sculpture. The victim still suffers harm—both the harm of the physical violence as well as the 
psychological and emotional harm of seeing the imprint of his ear on the sculpture. 
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The ear-less man is analogous to the data subject of a privacy violation, whose data (ear) has 
been stolen and misused by a privacy violator (serial killer) to create a machine learning model 
(clay and ear sculpture). While the data subject can request that their data be deleted (that the 
ear be pulled from the sculpture), the subject cannot remove the persistent algorithmic shadow, 
the imprint of their data on the resulting machine learning model. 57 

 
Li’s example is both grisly and evocative. The imagery of severed ears underscores how some 
consider the seizure of personal data to be an exercise of power rooted in violence. And through 
the imaginary surface of wet clay, Li emphasizes the persistence of a single data point, which 
continues to leave a mark on an algorithm, even after the original data have been deleted. 
 
This leads us to an open research problem in the field of computer science, the “data deletion 
conundrum.” Researchers are faced with the following dilemma: how do you delete data from the 
training set without drastically affecting the model? As James Zou, a leading expert in artificial 
intelligence, explains, “[when] training our machine learning models, bits and pieces of data can 
get embedded in the model in complicated ways. That makes it hard for us to guarantee a user has 
truly been forgotten without altering our models substantially.”58 
 
This growing sub-field of computer science research underscores the difficulty of disentangling the 
training data from the model. This research agenda has been spurred by recent legal regulations 
that can require technology developers to delete data from their models, especially if the data were 
obtained unscrupulously. For instance, “right to be forgotten” laws in places like the European 
Union and Argentina allow people to request that their personal data be deleted from the databases 
of research institutions and private companies. In the United States, the Federal Trade Commission 
(FTC) has ordered some tech companies to delete data, as well as models produced from those data, 
if the data were determined to be collected without users’ consent.  
 
A 2021 decision by the FTC found that Everalbum, a California-based company, had deceived its 
customers about its data storage and use policies. Rohit Chopra, the FTC Commissioner at the time 
of the ruling, issued a public statement that said Everalbum had “enhanced their facial recognition 
technology by allegedly baiting consumers into using Ever, a “free” app that allowed users to store 
and modify photos.”59 While the public face of Everalbum was a (seemingly) innocuous photo 
editing app, the company appropriated users’ photos to improve its facial recognition technology 
and then sold that technology to clients like the US Department of Defense and the Air Force 
through a separate arm of the company named Paravision. As a penalty for misleading customers 
about how their photos were being used, Everalbum was ordered by the FTC to “to forfeit the fruits 
of its deception” and delete the ill-gotten images from its servers.60 
 
Such legal requirements create a problem for tech companies. Even when they are legally obligated 
to delete user data, companies do not want to sacrifice their entire facial recognition model, which 
would be prohibitively expensive to rebuild from scratch. Model developers must therefore figure 
out a way to delete training data with minimal harm to their models.  
 
Some companies have even chosen to preemptively delete controversial datasets, even before they 
were required to do so by law, as a response to public outcry and negative media coverage. 
However, while companies like Microsoft61 and Meta62 have pledged to delete large databases of 
people’s faces, the original images live on in facial recognition models. Because facial recognition 
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models are inextricably entangled with the photos used in their development, deleting objectionable 
images may not be sufficient to redress past harms. 
 
The data that contribute to computer models have a long afterlife. Traces linger, long after models 
have been trained, tested, refined, and deployed in the real world. This fact has important 
consequences. Even if the Facial Recognition Vendor Test were to stop using immigrant photos in 
future evaluations, that would not be enough to remove the imprint of those photos on the field of 
computer vision. 
 
Recent research has demonstrated that it is possible to reverse-engineer a model to reveal the data 
that were used to train the model.63 Essentially, this means that a person who only has access to a 
model could work backwards and reconstruct the training dataset using clues that have been built 
into the model. Computer scientist Jonathan Brophy explains that because “machine learning 
models have a ‘memory’ of the data they are trained on, they can then leak information about that 
data. Even if this data has been deleted … the data continues to exist in their learned models.”64 
 
Computer models have memories, Brophy tells us. How far back do they remember? In this essay, 
I have traced the life cycle of the visa photo in order to illuminate both its prehistory and its afterlife. 
I have described the downstream impact of visa photographs that have played an important—but 
mostly invisible—role in the development and commercialization of facial recognition technology. 
In addition, I have reflected on the origin of these images, whose very existence is the result of long 
histories of imperialism and colonialism that determine which countries’ citizens are required to 
apply for visas in the first place. I have argued that the images themselves are imbued with politics 
due to the distinct aesthetic of visa photos, which are taken by photographers following explicit 
guidelines about composition and pose to conform to government standards. By structuring my 
investigation in this way, I suggest that attending to the afterlives of data also requires a return to 
their origins. 
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